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Abstract: Networks with microwave radio links shall ensure high service availability. The 

paper shows that in Ethernet-based networks with redundant links, rapid spanning tree 

protocol (RSTP) and multiple spanning tree protocol (MSTP) provide fast protection and 

have significant advantages over spanning tree protocol (STP). Traffic due to flooding of 

frames with unknown destination address may lead to congestion on low capacity link 

and must be considered for network planning depending on the network topology. Virtual 

LANs (VLANs) can be used to isolate flooding traffic. Adaptive modulation combines 

high service availability with high data rates on single links. Rerouting best effort traffic 

after modulation change using RSTP or MSTP achieves optimized network usage. Inter-

ruptions for best effort traffic can be kept short. 
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1. INTRODUCTION 

 

Microwave radio is widely used in mobile radio 

backhaul networks. The capacity required for micro-

wave radio links is expected to increase, e.g. due to 

the deployment of high speed packet access (HSPA), 

the long term evolution (LTE) strategy in mobile 

networks, and the usage in new application areas like 

fiber extension networks. Spectrum efficient modula-

tion schemes are available to increase the data rates 

on microwave radio links. Even if the majority of the 

data traffic is best effort (BE), it is necessary to guar-

antee high availability for guaranteed traffic, e.g. 

real-time voice. For a single radio link this can be 

achieved using adaptive modulation. To increase the 

service availability in case of network element fail-

ures, radio networks may provide network redun-

dancy using ring topologies. In order to rapidly detect 

failures and react on them, a protection protocol is 

needed.  

 

At the same time, Ethernet technology is becoming 

popular in wireline as well as in wireless transport 

networks. Ethernet originally has been designed as a 

LAN technology with hubs and bridges connecting 

LAN segments. The Ethernet data plane itself has no 

protection against loops which are extremely critical 

in layer 2 networks. Therefore, bridges had to im-

plement the spanning tree protocol (STP) which dy-

namically detects loops in the physical topology and 

opens them. This feature can be used for network 

protection purposes as well, but its recovery time is 

in the order of tens of seconds to minutes which is far 

too long for carrier grade applications. 

 

Consequently, the rapid spanning tree protocol 

(RSTP) has been designed which provides signifi-

cantly reduced recovery times. While RSTP recovery 

time is in the order of seconds in networks with half-

duplex links, the majority of today’s carrier is limited 

to full duplex links. In those cases, RSTP can achieve 

lower recovery times. 

 

This paper investigates the recovery time of RSTP by 

use of discrete event simulation for various network 

topologies and discusses the significant factors. Be-

sides the recovery time caused by the RSTP protocol 

itself, flooding traffic after errors has a significant 

effect as it reduces the network capacity usable for 

data traffic. Therefore, flooding has been considered 

in detail. 

 

Microwave links work at frequencies which are sub-

ject to rain fading. While the usage of adaptive modu-

lation on isolated radio links is well understood, this 

paper also investigates the effects on layer 2 net-

works. Furthermore, the paper introduces a mecha-

nism which uses rerouting based on RSTP and multi-

ple spanning tree protocol (MSTP) to achieve higher 

network efficiency. 

 

The rest of the paper is organized as follows: Sec-

tion 2 provides some background on the various fla-

vors of the spanning tree protocol and its function, 

whereas section 3 investigates the recovery time by 

means of simulation. Section 4 explains the impact of 

broadcast traffic and flooding on network perform-

ance. Section 5 discusses the usage of adaptive 

modulation and introduces a mechanism to increase 

the network efficiency in networks which employ 

microwave radio links with adaptive modulation. 



     

2. BACKGROUND ON THE SPANNING TREE 

PROTOCOLS 

 

The algorithm for STP has been originally defined in 

[Perl85]. While the physical network topology might 

be arbitrarily meshed, STP forms a logical topology 

which is a spanning tree in the mathematical sense, 

thus eliminating loops. Furthermore, STP provides 

dynamic re-configuration in case of resource failures. 

 

STP has been defined and published as part of IEEE 

standard 802.1D (MAC Bridges). Various revisions 

exist, which can be distinguished by the year of their 

publication. In 2001, RSTP was approved in 802.1w 

which defines a new, much enhanced version of the 

basic spanning tree protocol. RSTP has been incorpo-

rated into [IEEE 802.1D-2004]. In parallel with the 

definition of RSTP, Multiple Spanning Tree Protocol 

(MSTP) was published as supplement 802.1s in 2002 

and finally incorporated into  [IEEE 802.1Q-2005]. It 

shares the enhanced protocol mechanisms of RSTP 

and introduces support for multiple loop-free topolo-

gies in parallel. User data traffic is mapped to par-

ticular topologies through its VLAN association. 

Multiple VLANs may be mapped to a single topol-

ogy.  

 

All flavors of STP share the basic spanning tree algo-

rithm [Perl85] which uses the concept of path costs. 

By convention, a LAN segment of higher bandwidth 

has lower costs than one of lower bandwidth. Priority 

vectors are formed from a combination of identifiers 

and accumulated path costs. By comparison of differ-

ent vectors, the better vector is chosen and finally the 

loop-free topology is formed as follows: First, one 

bridge is selected as the root bridge in the LAN, 

based on its identifier. All other bridges select the 

port with the lowest accumulated path cost towards 

the root bridge as their root ports. Those ports con-

necting remote areas of the LAN towards the root 

bridge become designated ports. Each bridge propa-

gates its view of the LAN and its configuration 

through bridge protocol data units (BPDUs). A 

bridge which receives a BPDU compares the priority 

vector contained in it with its own current informa-

tion and adapts to it if the received information is 

better. 

 

Each bridge port can have one of the following 

states: 

• Discarding – performs neither MAC learning nor 

forwarding, 

• Learning – performs MAC learning but no for-

warding, 

• Forwarding – performs MAC learning and for-

warding. 

The original STP defines additional port states which 

have later been consolidated to the discarding state. 

The set of ports in the forwarding state and their at-

tached LAN segments form the spanning tree, i.e. the 

“active topology” in the LAN. 

 

Despite the commonalities, there are also great dif-

ferences between RSTP/MSTP and STP: 

The original STP follows a centralized approach. 

BPDUs are clocked through the root bridge. The 

other (designated) bridges in the LAN only transmit 

BPDUs on reception of BPDUs at their root ports. 

Failures of the root bridge or its ports are only recog-

nized by a bridge due to missing BPDUs after a 

rather long timeout (default 20s). In the worst case, it 

takes 20s for a LAN to start re-configuration due to 

failure. Port state transitions are always timer con-

trolled. After a re-configuration in the LAN, bridges 

need to delete the learned MAC addresses stored in 

the filtering databases (FDBs). The need for such re-

configurations is first propagated to the root Bridge 

which then pulses the command to flush the FDBs 

through the whole network. All FDBs will then be 

subject to accelerated ageing through shortened age-

ing timers but there is no immediate MAC address 

deletion. By default, MAC addresses will be deleted 

after 15s, but rapid ageing is applied for 35s in total. 

So only after 35s MAC address ageing with the stan-

dard ageing time is resumed. 

 

RSTP significantly reduces the topology convergence 

times under certain conditions. For point to point 

links RSTP applies an event driven hand-shake 

mechanism between adjacent bridges which instantly 

aligns the configuration and allows rapid port state 

transitions. Bridge ports which do not connect to 

other bridges can be configured as edge ports. Edge 

ports are always in state forwarding. Additionally, 

MAC addresses learnt at edge ports are never deleted 

due to network reconfiguration. Each port individu-

ally transmits BPDUs controlled by per port timers. 

This allows for use of BPDUs as heartbeats between 

bridges. Bridge or link failures can thus be detected 

after at most 6s. However, if failures are detected by 

other means, network re-configuration may start im-

mediately. Changes in the active topology are propa-

gated away from the point in the LAN where they 

occurred. The root bridge has no special role in this 

process. MAC addresses are removed from the FDBs 

through immediate deletion (flushing) rather than 

rapid ageing. Not all MAC addresses but only those 

learnt at the required subset of bridge ports in the 

LAN are deleted.  

 

3. SPANNING TREE RECOVERY TIME 

 

As explained above, the STP ensures a loop-free 

logical topology by blocking ports of the physical 

topology. If a link or a node of the physical topology 

fails, the logical topology formed by the spanning 

tree changes in a way which ensures connectivity 

between all nodes if possible at all. This feature can 

be used for protection purposes. Between the failure 

event and the convergence of the spanning tree and 

the relearning of station MAC addresses, the commu-

nication of layer 2 clients might be disturbed. 

An important parameter of any protection scheme is 

its recovery time which has to be as short as possible. 

For investigation we apply discrete event simulation 



     

using the simulator YATS [YATS] extended by the 

Lua [LUA] programming language to describe simu-

lation experiments. 

 

We have performed studies using various topologies 

including ring, combination of ring and tree, as well 

as multiple rings, see Figure 1, Figure 2, and 

Figure 3. All bridges are interconnected using point 

to point links. The traffic is restricted to unicast. 
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Figure 1: Ring topology (Ring-7) 
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Figure 2: Ring and tree topology 

In this paper, we use the following definitions: 

• detection time, tdetect: the time difference between 

the failure event and the informing of the span-

ning tree process. If not stated otherwise, we as-

sume that bridges can rapidly detect link or node 

failures and do not have to rely on RSTP heart-

beats. Therefore, we assume the detection time 

to be zero. 

• topology convergence time: the time difference 

between the failure event and the time when the 

last port in the network has transitioned to its fi-

nal state. Please note that after the topology con-

vergence time, FDBs may contain wrong entries 

so the communication for existing connections is 

still interrupted. 

• total recovery time: the time difference between 

the failure event and the complete establishment 

of connectivity for new and existing connections. 

• worst case total restoration time tworst: Whether 

the communication after a failure is disturbed 

and how long depends on the exact position of 

the failure, the position of the communicating 

layer 2 stations, and whether the station MAC 

addresses had been already learned in the inter-

mediate bridges. In order to simplify the results, 

we use tworst which is the time period between the 

failure event and the instant when the last station 

is able to communicate. 
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Figure 3: Multiple ring topology (2*Ring-7) 

For STP, the topology convergence time and the total 

recovery time are 
ayForwardDel2 MaxAge  eTimeConvergenc ⋅+=  

ayForwardDel3 MaxAge  eryTimeTotalRecov ⋅+=  

where MaxAge and ForwardDelay are STP parame-

ters. Taking their value range into account, the the 

following minimum, default, and maximum values 

hold: 

 

 Topology con-

vergence time 

Total recovery 

time 

STP min. 6s+2*4s = 14s 18s 

STP default 20s+2*15s=50s 65s 

STP max. 40s+2*30s=100s 130s 

 

As explained above, RSTP is much more efficient on 

point to point links than STP. Therefore, small recov-

ery times can be achieved. Figure 4 compares the 

topology convergence time and recovery time for the 

ring network for all possible link failures. The BPDU 

processing time is assumed to be 5ms.  
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Figure 4: Comparison of topology convergence 

time and total recovery time in ring-7 network 

As can be seen, the topology convergence time de-

pends strongly on the distance of the failure from the 

blocked port which is on bridge B5 in the ring net-

work of Figure 1. The total recovery time is longer 

and less dependent on the position of the failure be-



     

cause the length of the total recovery time is deter-

mined by the time when the last port in the network 

is flushed. Flushing of MAC addresses is initiated by 

BPDUs with topology change (TC) bit set. Those 

BPDUs need to pass through the complete ring. 

Please note that the difference of one processing time 

between link 1 and 2 is due to a different sequence of 

BPDU processing in one node. The difference be-

tween links 1,3,5 and 5,6,7 is due to an additional 

handshake of BPDUs. When link 4 fails, no change 

of topology is necessary and no BPDUs are gener-

ated. 

 

The worst case total recovery time tworst in the ring 
network can be calculated using:  

( ) flushproptransqueueprocect tttttNt ++++⋅⋅+= 2t detworst

where N  is the number of nodes in the network, tproc 

the processing time for a BPDU, tqueue queuing time 

of BPDUs, ttrans: transmission time of BPDUs, tprop is 

propagation time between 2 adjacent bridges and tflush 

is the time it takes to completely flush a FDB. 

 

The times which depend on the number of nodes in 

the network are the most critical ones. While queu-

ing, transmission, and propagation time are small or 

negligible in systems with data rates >10 Mbit/s, 

processing time is not. The linear effect of the proc-

essing time is shown in Figure 5. 

 

 

Figure 5 Total recovery time in the ring network 

for various processing times 

Besides the traffic interruption after a link failure, 

there is also an interruption when the link is repaired. 

The interruption time is compared in Figure 6 and 

lies in the same range. Finally, for node failure sce-

narios, we have observed recovery times which are 

similar to link failure scenarios.  

 

 

Figure 6 Total recovery time in the ring-7 network 

after link failure and link repair 

 

4. NETWORK FLOODING 

 

Layer 2 technology has no configured knowledge 

about the location of end stations. Instead bridges 

learn the source MAC addresses of frames to gain 

knowledge about the topological position of end sta-

tions. If a bridge receives a frame with an unknown 

destination MAC address, it floods the frame to all of 

its ports except the port where the frame was re-

ceived. This mechanism floods frames with unknown 

MAC address along the active topology throughout 

the whole LAN. The same applies to broadcast and 

multicast traffic which must be delivered to all sta-

tions attached to the LAN. Therefore, the LAN is also 

called broadcast domain. The broadcast domain can 

be further restricted through VLANs. 

 

The amount of flooding traffic depends directly on 

the number of end stations in the broadcast domain. 

Therefore, the network planner will typically limit the 

number of end stations per broadcast domain which 

subsequently limits the flooding traffic to a small 

percentage of the network bandwidth. 

 

This approach may be problematic if the network 

contains links with very differing data rates. In this 

case, links with low data rate need to carry a signifi-

cant portion of flooding traffic. Example: 200 end 

stations are connected to the broadcast domain via a 

100 Mbit/s Fast-Ethernet LAN. The flooding traffic is 

assumed to be 100 kbit/s. Further end stations are 

connected using POTS with 64 kbit/s. While 

100 kbit/s are just 0.1% of the Fast Ethernet LAN, the 

flooding traffic exceeds the bandwidth of the POTS, 

hence no communication is possible with stations 

connected using POTS. 

 

One approach to circumvent this problem is to use 

VLANs and separate the network into different 

broadcast domains. However, this approach may lead 

to very high administrative effort. Another possibility 

is to use layer 3 routing to connect stations with slow 

links. 

 

Apart from broadcast and multicast frames, traffic 

flooding happens after failure/repair of a link/node 
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which changes the active topology. After flushing the 

FDBs, all traffic will be flooded until the MAC ad-

dresses have been relearned. During this period, the 

network has a decreased capacity for user traffic.  

 

Figure 7 qualitatively illustrates the utilization of 

network capacity after a link failure.  
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Figure 7: Qualitative illustration of usable net-

work capacity after a link failure 

After the link failure (1), the usable network capacity 

is zero until the spanning tree has converged to the 

new active topology. The RSTP protocol leads to two 

flushing periods. When the first flushing period has 

completed (2), all stations can communicate, but due 

to the flooding, the capacity is limited until the flood-

ing period has completed (3). Two seconds after the 

first flushing wave, there is a second flushing cycle 

independently triggered by each station (4) which 

limits the capacity again. When all addresses are re-

learned, the flooding period finishes and the full ca-

pacity available for the currently active topology can 

be used. 

 

Typically, transport networks need to carry traffic of 

different services. In the following we differentiate 

between guaranteed traffic and BE traffic: 

• Guaranteed traffic has a constant data rate and 

requires low loss ratio, delay, and delay varia-

tion. Its delivery must be guaranteed with a high 

availability. One example for guaranteed traffic 

is voice traffic. 

• On the other hand, services using BE traffic can 

deal with changing bandwidth (elastic traffic) 

and accept a wider range of loss, delay, and de-

lay variation. The available bandwidth can be 

shared between different connections. 

The above differentiation can easily be extended to 

multiple classes but this is outside of the scope of this 

paper. 

 

Transport networks must be planned to carry guaran-

teed traffic also in the failure case. The question is 

whether and how far flooding reduces the quality of 

service and how relevant this issue is for microwave 

radio networks. We have limited our work to the case 

of aggregation networks where traffic is only carried 

between clients and servers. We have also assumed 

symmetric traffic in both directions (upstream, down-

stream). The capacity on all links is normalized to 1. 

The capacity during the flooding period strongly de-

pends on the network topology: 

 

Single ring: Apart from the reduced capacity due to 

the failure, there is no further reduction in capacity 

due to flooding. However, this holds only, if all ports 

which connect to the ring are edge ports. In this case, 

while the upstream traffic is flooded, the downstream 

traffic is correctly delivered without flooding. 

 

Multiple rings: There is a capacity decrease during 

the flooding period which depends on the number of 

rings. To prevent the decrease, the rings must be 

separated using VLANs. Even then, if only a single 

spanning tree instance is used, all rings are flushed 

after a failure However, the flooding of frames is 

limited to the scope of single rings. Therefore, the 

capacity is as in the single ring case. If the reaction to 

failures must be limited to single rings, MSTP with 

one instance per ring has to be provided. Please note 

that this statement assumes a single MST region. 

 

Rings with trees: Failures in the trees can be isolated 

from the ring using the configuration option “restrict-

edTCN”. In this case, topology change BPDUs will 

not enter the ring. Critical are errors in the ring itself 

as ports which connect tree and ring cannot be con-

figured as edge ports. 

 

Table 1: Available capacity per station (link ca-

pacity=1, capacity equ. distr. to all stations) 

 Ring-7 

edge 

Ring-7 

no edge 

2*Rin

g-7 

No error, no flooding 0.33 0.33 0.33 

No error, flooding 0.2 0.077 0.1 

Error, no flooding 0.2 0.2 0.2 

Error, flooding 0.2 0.077 0.1 

 

Table 1 gives an overview on the capacity for the 

various network types under different conditions. The 

link failure leading to the lowest capacity per end 

station has been used as error scenario. The ring net-

work is the only topology, where the capacity in the 

flooding case does not decrease below the error case 

which is typically used as capacity for network plan-

ning issues. Therefore, flushing needs to be taken into 

account or its influence must be avoided using the 

methods described above. 

 

5. SPANNING TREE AND ADAPTIVE MODU-

LATION  

 

Microwave links work at frequencies which are sub-

ject to rain fading. Adaptive modulation allows to 

dynamically change the PHY mode which is a com-

bination of modulation and coding scheme depending 

on weather conditions. During good weather condi-

tions, an efficient PHY mode is used providing a high 

data rate. During heavy rain, adaptive modulation 

uses a more robust PHY mode to guarantee the avail-

ability of the link at the cost of a reduced data rate. 

 

The network needs to be dimensioned to carry all 

guaranteed traffic under the worst case condition 

where all links use the most robust PHY mode and 



     

where a link has failed. BE traffic may be dropped 

using priority CoS queuing. On the other hand, drop-

ping BE traffic is inefficient if there is still capacity 

in the network to carry the traffic on other links. To 

gain from this available capacity, however, the rout-

ing must be done in an optimal way which takes into 

account the changed capacity of the links. 

 

For illustration of the possible gain we consider the 

following simplified example: In the ring scenario we 

assume that all can use two PHY modes: 

1) 4 QAM(2/3), 25 Mbit/s, 2) 64 QAM(1/1), 

116 Mbit/s. For each node, the demand for guaran-

teed traffic is 8 Mbit/s, all other available capacity is 

used by BE traffic and is equally shared between the 

nodes. 
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Figure 8: BE traffic per node in ring scenario, one 

link PHY mode 4QAM(2/3)  

The data rate for BE traffic per node is shown in 

Figure 8. In the worst case, the rain cell crosses link 

L7. Even if no rerouting of BE takes, place, all guar-

anteed traffic can be carried. However, the BE traffic 

per node is limited to 333 kbit/s in this case. If we 

apply rerouting of BE traffic, the BE traffic per node 

can be increased to 20.4 Mbit/s. For other links, the 

effect is less dramatic but the increase is still consid-

erable. 

 

To achieve the optimum utilization of network capac-

ity, BE traffic can be routed separately from guaran-

teed traffic. There are different options: 

The guaranteed traffic is statically routed, either as 

TDM or using static packet cross-connections. The 

spanning tree is only used for BE traffic. Conse-

quently, other mechanisms must be applied to guar-

antee the absence of loops for guaranteed traffic and 

to achieve rerouting in the failure case.  

 

Guaranteed traffic and BE traffic are differentiated 

using VLANs. MSTP is applied where guaranteed 

traffic and BE traffic are mapped to different MST 

instances as illustrated in Figure 9. In case of total 

link or node failure, also guaranteed service can be 

rerouted using MSTP. 

Both options ensure that guaranteed traffic is not 

rerouted as result of a PHY mode change, thus avoid-

ing any disruption of that traffic. For BE traffic, short 

interruption times may be acceptable. 
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Figure 9 Illustration of MSTP use for adaptive 

modulation 

The rerouting can be achieved by dynamically adjust-

ing the path cost of the spanning tree for the BE traf-

fic. The costs associated with this approach are the 

interruption which happens during the spanning tree 

recovery and the reduced capacity during the flood-

ing period. 

 

Adaptive modulation changes the PHY mode based 

on the measurement of the signal to noise ratio 

(SNR). Assuming that the SNR changes with 

bounded speed, the margin which is applied to SNR 

ensures that adaptive modulation can change the 

PHY mode without traffic hit before an error occurs. 

For the calculation of the total recovery time, we can 

therefore assume the detection time for spanning tree 

recovery time to be zero. The flow of BPDUs which 

can be observed after a path cost change is very simi-

lar to the case of a link failure. The only difference is 

that an additional BPDU with TC bit set is issued 

leading to a FDB flush at the link where path cost 

increases leading to a slightly higher recovery time, 

see Figure 10. In general, the total recovery time can 

be kept short if the systems are optimized for this 

case. 

 

 

Figure 10 Comparison of total recovery time for 

link failure and path cost change, ring network 

The above procedure causes automatic network re-

configuration.  To ensure useful communication 

within the network, it is important to limit the dynam-

ics. Therefore, dampening procedures must be ap-

plied which are outside of the scope of this paper. A 

simple mechanism is to apply a wait to restore time. 
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It should be noted, that the rerouting of BE traffic 

described above is not the result of an error scenario 

but an automatic optimization which happens under 

“normal“ operating conditions. Typically, rerouting 

is either based on an error scenario or is due to a 

planned optimization step. To achieve the more op-

timum network usage, the operator must be willing to 

accept increased dynamics in the network. 

 

CONCLUSIONS 

 

The rapid spanning tree protocol (RSTP) and the 

multiple spanning tree protocol (MSTP) are standard-

ized mechanisms which provide very fast recovery 

after errors in realistic network topologies. Both have 

significant advantage over the Spanning Tree Proto-

col (STP) provided that systems are optimized to 

achieve fast recovery. 

Flooding is a crucial mechanism for layer 2 net-

works. To prevent flooding traffic from severely im-

pacting network performance, its consequences need 

to be taken into account during the network planning 

process. In ring networks, the amount of flooding 

traffic can be limited by configuration of ports as 

edge ports. In other network topologies, the size of 

broadcast domains can be limited using VLANs. 

Adaptive modulation combines high link availability 

with high data rate during periods of good propaga-

tion conditions. While adaptive modulation improves 

the performance for microwave radio links, a further 

increase of network utilization is possible using dy-

namic rerouting. During bad propagation conditions, 

RSTP is able to reroute best effort traffic leading to 

increased network efficiency. Interruptions are only 

for best effort traffic and can be kept short. Addition-

ally, the usage of MSTP allows rerouting of guaran-

teed traffic in case of total link or node failure. 
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