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Abstract—Underwater acoustic channels are typically band-
limited, reverberant and pose many obstacles to reliable high-
speed digital communications. Recent progresses in digital mod-
ulation and channel decoding make current underwater acoustic
modem fairly robust to time and frequency spreading of the
channel. However the limited availability of underwater band-
width prevents development of high data rate application. One
approach for overcoming the limited bandwidth in the acoustic
channel is the use of Multiple Input Multiple Output (MIMO)
technology in which independent streams of information are
transmitted from multiple transmit elements, simultaneously, all
in the same bandwidth. In this paper we study the gain brought
by MIMO techniques on underwater acoustic communications
by considering the shallow water channel.

I. INTRODUCTION

The past three decades have seen a growing interest in
underwater acoustic communications (UAC) because of
its applications in marine research, oceanography, marine
commercial operations; the offshore oil industry and defense.
However underwater acoustic channel characteristics such
as fadings, extended multi-paths, bandwidth limitations or
reverberation pose significant challenges to development of
effective UAC systems [1] [2] [3]. On the other front, data rate
required for UAC applications is continuously growing with
the introduction of high quality images, real-time video as
well as the deployment of autonomous underwater networks
such as ad-hoc deployable sensor networks or autonomous
fleets of cooperating unmanned undersea vehicles (UUV) [4].

First introduced in 90’s in the field of radio communications,
MIMO principle consists of transmitting digital data from Nt
transmitters to Nr receivers within the same frequency band.
Theoretical works and real-life experiments have demonstrated
MIMO techniques to provide substantial data rate gain while
keeping same robustness against fadings and transmission
bandwidth unchanged [5] [6] [7] [8]. Recently, MIMO
techniques have been applied to UAC systems. [9] [10]. Both
simulation work and experimental results demonstrate large
gain over conventional single input single output (SISO)
transmission but these results are strongly linked to the
chosen modulation scheme and receiver algorithm as well as
underwater channel environment. The question of maximal
MIMO gain on a information theoretic point is discussed
in [11]. By using capacity analysis, authors of [11] showed

that MIMO techniques are particularly well adapted to the
so-called shallow water acoustic (SWA) channel.

Intention of our paper is to provide performance results of
an ideal MIMO underwater system over the SWA channel
by taking into account both underwater propagation and
multi-path bandwidth limitation. For simplicity matters,
performance results are performed in the frequency domain
modeling an ideal multi-carrier transmission as proposed in
[10].

Paper is organized as follows: section II describes the SWA
channel model used for simulation. In section III we describe
the theoretical MIMO communication system and especially
algorithms used at transmit and receive side. Finally section
IV provides system performance results and comparison with
capacity bounds.

II. SHALLOW WATER CHANNEL MODEL

Underwater acoustic propagation is characterized by
limited bandwidth, extended multi-paths, refractive properties
of the medium, severe fading, rapid time variation and
large Doppler shifts. In the following, we will focus on the
so-called shallow water channel corresponding to a water
depth generally less than 100 m. Due to the proximity of
surface and bottom interfaces, shallow water channel provides
numerous multi-paths resulting in long delay spread and
thus considered as the most challenging configuration for
underwater acoustics communications.

A. Attenuation and noises

Underwater acoustic signals are affected by three attenua-
tion mechanisms : spreading loss, absorption loss and reflec-
tion loss. Both spreading and absorption losses are frequency
and range dependent and are usually represented by attenua-
tion factor A(l, f) defined as follows:

10 logA(l, f) = k · 10 log l + l · 10 logα(f) (1)

where k is the spreading factor describing the geometry of
propagation (its commonly used values are k = 2 for spherical
spreading, k = 1 for cylindrical spreading and k = 1.5 for the
so-called practical spreading), l is the range of transmission,



f the frequency and α(f) the absorption coefficient provided
empirically by Thorp’s formula as a function of f in kHz [12]
[13]:

10 logα(f) = 0.11
f2

1 + f2
+44

f2

4100 + f2
+2.75·10−4f2+0.003

(2)
This formula is valid for f > 400 kHz, for lower frequencies,
the formula becomes:

10 logα(f) = 0.002 + 0.11
f2

1 + f2
+ 0.011f2 (3)

By hitting the sea-surface, sea-bottom or another under-sea
object, the sound wave is partially or totally reflected
depending on the wave frequency, the sound speed and the
obstacle type. The reflection loss for path p is denoted Γp and
will be described more in depth in the following sub-section.
By taking into account all attenuation terms, the total path
loss that occurs in a under-sea acoustic channel is equal to
Γp/

√
A(l, f).

On the frequency of interest of acoustic transmissions,
under-sea communications are perturbed by an important
ambient noise. Usually four sources are considered: turbu-
lence, shipping, waves and thermal noise. These four noise
components can be modeled by a colored Gaussian noise with
following empirical power spectral density (p.s.d.) given in dB
re µ Pa per Hz as a function of frequency in kHz [14] [15]:

10 logNt(f) = 17− 30 log f

10 logNs(f) = 40 + 20(s− 0.5) + 26 log f − 60 log(f + 0.03)

10 logNw(f) = 50 + 7.5w1/2 + 20 log f − 40 log(f + 0.4)

10 logNth(f) = −15 + 20 log f

where s is the shipping activity whose value ranges between
0 and 1 for low and high activity respectively whereas w is
the wind speed expressed in m/s. The overall p.s.d. of the
ambient noise is noted N(f) and expressed as the sum of the
four above mentioned noise components:

N(f) = Nt(f) +Ns(f) +Nw(f) +Nth(f) (4)

This strong frequency dependency of the ambient noise is one
of major factor considered when selecting frequency bands for
underwater acoustics transmission.

B. Multi-paths propagation

Within a limited bandwidth, the acoustic signal is
subject to multi-paths propagation through a channel whose
characteristics vary with time and are highly dependent on
the location of the transmitter and receiver. For simplicity
reasons we will assume channel to be time invariant and will
only consider multiple propagation paths from each source to
receiver.

In order to predict the multi-path configuration, we use
the isovelocity shallow water model developed in [16] where
sound energy is conceptualized as propagating along straight

lines with constant sound speed. The isovelocity assumption is
justified as shallow water channel are usually well mixed and
have relatively small increase in pressure over the depth of
the water column. As illustrated in figure 1, the SWA channel
is modeled as a wave guide consisting of an isovelocity layer
(represented by the seawater) between two isovelocity half
spaces: air and seabed.

Fig. 1. Channel representation

Let L be the transmission range, D the water depth, zt and
respectively zr be the depth of the transmitter and the receiver
respectively. The distance traveled by the sound along various
rays can be computed using geometrical approach. Let dsb
be the distance along an upward originating eigenrays with
s surface reflections and b bottom reflections. The distance
along a direct ray d00 is simply equal to:

d00 =
√
L2 + (zt − zr)2 (5)

In the general case, if 0 ≤ s − b ≤ 1, the distance becomes
[16]:

dsb =
√
L2 + (2bD + zt − (−1)s−bzr)2 (6)

Inversely, if 0 ≤ b− s ≤ 1, we have:

dsb =
√
L2 + (2bD − zt + (−1)b−szr)2 (7)

Attenuation coefficient due to reflection on surface denoted
Γ+ is relatively small in magnitude since the impedance
mismatch between the seawater and air. If the sea is calm,
reflection coefficient tends to perfect reflection value 1. If
the sea surface is rough (due to waves), a small loss will be
incurred for every surface interaction. This loss is modeled
by a constant coefficient LSS .

On the seabed boundary, the reflection coefficient Γ−

depends on the impedance variation from water to seabed.
Such coefficient can be estimated using Rayleigh reflexion
law as shown in [16]. Additional reflection losses due to
rough or absorbing sea bottom are modeled by a constant
coefficient LSB .

Finally the total reflection loss for a path with s surface and
b bottom reflections is equal to:

Γsb =
(
Γ+ · LSS

)s · (Γ− · LSB)b (8)

The arrival time of each ray τsb is easily computed from the
distance along the ray and sound speed:

τsb =
dsb
c

(9)



By traveling from transmitter to receiver, each ray follows
a path of length dsb with arrival time τsb and an attenuation
of Γsb/

√
A(dsb, f). The SWA channel is modeled by taking

account all possible paths and result in an Finite Impulse
Response (FIR) filter with following transfer function [16]:

H(f) =
1√

A(d00, f)
e−j2πfτ00

+

+∞∑
s=1

s∑
b=s−1

Γsb√
A(dsb, f)

e−j2πfτsb

+

+∞∑
b=1

b∑
s=b−1

Γsb√
A(dsb, f)

e−j2πfτsb

For practical computation, we’ll assume that number of reflec-
tions on surface and sea-bottom is finite and equal to smax and
bmax respectively. Total number of paths is then equal to P
with:

P = 1 + 2smax + 2bmax (10)

The channel transfer function can be rewritten as a closed-
form expression:

H(f) =

P−1∑
p=0

Γp√
A(lp, f)

e−j2πfτp (11)

where Γp , A(dp) and τp are the total reflection loss, the
medium attenuation, and the arrival time of path p respectively.

C. MIMO model

A MIMO underwater channel connects Nt transmit hy-
drophones to Nr receive hydrophones. On the transmit and
receive sides, each hydrophone pair has a vertical and constant
separation of ∆zt and ∆zr respectively. The transmitter and
receiver depths zt and zr correspond to the middle of each ar-
ray as shown in figure 2. The MIMO array is placed in vertical
direction in order to maximize delay spread difference between
each sub-channels and thus minimize spatial correlation.

Fig. 2. MIMO SWA Channel representation

The MIMO channel is modeled by Nt ×Nr sub-channels,
where each sub-channel corresponds to the SWA channel
model described in previous sub-section. As a result, the trans-
fer function of sub-channel linking hydrophone m ∈ [1, Nt]
to hydrophone n ∈ [1, Nr] denoted Hmn(f) is simply derived
from equation (11) as follows:

Hmn(f) =

P−1∑
p=0

Γp√
A(dp,mn, f)

e−j2πfτp,mn (12)

where dp,mn is the distance along the p-th path of sub-channel
mn and τp,mn = dp,mn/c. The whole MIMO channel is
represented by the following Nr ×Nt channel matrix:

H(f) =

 H11(f) . . . HNt1(f)
...

. . .
...

H1Nr
(f) . . . HNtNr

(f)


Nr×Nt

(13)

III. SYSTEM MODEL

In this part we describe a theoretical MIMO UAC system
model by using the MIMO SWA channel model presented in
previous section. As illustrated in figure 3, the full system
consists of a transmitter that converts the useful bits stream
d into Nt signal streams sent simultaneously within the same
band B to the MIMO SWA channel. At the receive side Nr
output streams are demodulated and channel decoded leading
to the estimated bit stream d̂.

Fig. 3. MIMO 2 × 2 system simulator

A. Transmitter

Useful data d are first encoded using with a Linear
Disperson Parity Check (LDPC) code of size n = 256 and
k = 128, leading to an effective coding rate of Rc = 1/2
[17]. Encoded bits c are then converted into complex cells
x using quadrature phase shift keying (QPSK) mapping, the
modulation rate is thus Rm = 2. The stream of complex cells
are finally divided into Nt independent streams leading to a
spatial rate Rs = Nt. At a given sampling time, transmitted
cells are modeled by vector s ∈ CNt×1.

The total transmit power Ps is assumed to be uniformly
distributed over the bandwidth B and the Nt transmit hy-
drophones such as the power profile density (p.s.d.) of signal
transmitted from hydrophone m ∈ [1, Nt] can be expressed
as:

S(f) =
PS

B ·Nt
, ∀f ∈

[
f0 − B

2 , f0 + B
2

]
(14)

where f0 is center carrier frequency around which the signal
is transmitted.

B. Channel

The MIMO SWA channel takes as input Nt streams and
provides Nr output streams. In order to simplify encoding and
decoding algorithms, we consider the MIMO SWA channel in
the frequency domain representing an OFDM like system as



described in [10]. The received vector y ∈ CNr×1 can thus
be expressed as follows:

r = H · s + n (15)

where H is a frequency realization of the MIMO matrix
introduced in (13) and n ∈ CNt×1 the additive noise vector
obtained by filtering a complex white gaussian noise process
leading to the underwater acoustic noise d.s.p. described in
(4). The total noise power is equal to:

PN =

∫ f0+B/2

f0−B/2
N(f)df (16)

At receive side, the total power receive from hydrophone n ∈
[1, Nr] is equal to:

PRn =

∫ f0+B/2

f0−B/2
Rn(f)df (17)

where Rn is received signal p.s.d. viewed by hydrophone n:

Rn(f) =

Nt∑
m=1

|Hmn(f)|2S(f) (18)

As a result the signal-to-noise ratio viewed at receive hy-
drophone n ∈ [1, Nr] can be expressed as:

SNRn =
PRn
PN

(19)

C. Receiver

At receive side, vector r is first processed by the MIMO
decoder which uses the estimation of channel matrix H
(assumed to be perfect) in order to produce the equalized
vector s̃ with the following algorithm:

s̃ = WHr (20)

where the equalization matrix WH is the solution of the linear
filter optimization under the Zero-Forcing criterion [18]:

WH =
(
HHH

)−1
HH (21)

where (.)H stands for transpose conjugate operand.

Equalized cells are then converted into log-likelihood ratio
(LLR) using a QPSK soft demapper. The LLR of bit i ∈ [1, 2]
belonging to cells m ∈ [1, Nt] is computed as [18]:

LLR(i,m) =
4

γ2
m

[
min
s∈Ai

0

∣∣s̃m − s∣∣2 − min
s∈Ai

1

∣∣s̃m − s∣∣2] (22)

where Aib denotes the subset of the QPSK constellation for
which the i-th bit is equal to b and γ2

m is (m,m) entry of
matrix σ2 ·WHW with σ2 the noise power observed around
the frequency f over the frequency resolution ∆f .

σ2 =

∫ f+∆f

f−∆f

N(f)df (23)

The soft LLR information on each bit is finally passed to
the LDPC channel decoder that produces decoded bits using
a classical min-sum algorithm [19].

TABLE I
SIMULATION PARAMETERS

Letter Name Default value

f0 Carrier frequency 32 kHz
B Signal Bandwidth 12 kHz
Fs Sampling frequency 500 kHz
∆f frequency resolution 7.6 Hz

L Range 1500 m
D Water depth 20 m
Nt Number on transmit transducers 2
Nr Number on receive transducers 2
zt Transmit array depth 9 m

∆zt Vertical separation of transmit array 0.6 m
zr Receive array depth 9 m

∆zr Vertical separation of receive array 0.6 m
k Spreading factor 1.5

c Sound speed in water 1500 m/s
ρ Water density 1023 kg/m3

c1 Sound speed in sea-bottom 1650 m/s
ρ1 Sea-bottom density 1500 kg/m3

LSS Absorption loss at sea-surface −0.5 dB
LSB Absorption loss at sea-bottom −3 dB

TABLE II
SPECTRAL EFFICIENCIES

System LDPC Mod. Spatial Spec. Eff.
model rate Rc rate Rm Rate Rs ν [bps/Hz]

SISO 1/2 2 1 1

MIMO 2 × 2 1/2 2 2 2

MIMO 4 × 4 1/2 2 4 4

IV. NUMERICAL RESULTS

A. Simulation set-up

Channel parameters chosen for simulation works are sum-
marized in Table I. These parameters are derived from MIMO
experiments made in [10]. The SWA channel is numerically
evaluated with a frequency resolution equals to ∆f = 7.6 Hz.
By assuming no bandwidth loss within the transmission signal,
spectral efficiency ν is computed as:

ν = Rc ·Rm ·Rs [bits/s/Hz] (24)

Values of ν for several hydrophone configurations including
single input single output (SISO) system are given in table II.

B. BER results

Figure 4 provides bit error rate (BER) results obtained for
both SISO and MIMO system models as a function of SNR.
As a reference the performance of additive white Gaussian
noise (AWGN) transmission is plotted in the same figure. All
system performances are at minimum of 5 dB from the AWGN
curves confirming the intrinsic difficulty of SWA channel. For
a target BER of 10−4, one can notice that the two MIMO
systems exhibit a increasing SNR penalty with respect to SISO



SWA curve as the hydrophone number increases. This can be
easily explained by the fact that MIMO architecture provides
co-antenna interference terms contributing as additional noise
sources. However this SNR loss is converted into data-rate
gain since the 2 × 2 and 4 × 4 systems carry respectively 2
times and 4 times more bits per second per Hertz than the
SISO configuration.

Fig. 4. BER results of MIMO 2 × 2 and SISO SWA system model as
function of SNR.

C. Capacity comparisons

The channel capacity represents the maximum amount of
information that can be reliably transmitted over a commu-
nications channel. In case of deterministic MIMO, E. Telatar
provided the general expression of the MIMO capacity in [5].
In [11], the authors derived the capacity formula for a MIMO
SWA channel:

C(f) = log2 det
(
INt

+
S(f)

Nt ·N(f)
H(f)H(f)H

)
(25)

The total channel capacity is obtained by integrating C(f)
over the transmit bandwidth B:

C =

∫ f0+B/2

f0−B/2
C(f)df [bits/s/Hz] (26)

Figure 5 provides numerical evaluation of capacities over
the above considered SWA channels. Capacity is drawn for
the SISO, MIMO 2× 2 and MIMO 4× 4 configurations as a
function of SNR. We also add on the same plot, simulation
results obtained in the previous sub-section for the same
channel configuration with a target BER assumed to be 10−4

and the associated spectral efficiencies (see table II). One
can see that simulated system results are far away from
the capacity. There are two reasons explaining this result:
on the one hand MIMO decoder is very simple but quite
sub-optimal and could be substantially improved: maximum a
posteriori (MAP) decoder or iterative based approach would
dramatically improve BER for a same SNR [18]. On the other
hand, capacity computation assumes Gaussian distribution of
the complex cells which is not our case since QPSK mapping
is used. However despite the loss in SNR, performance
results demonstrate that MIMO provide a substantial capacity
gain since 4 × 4 system outperforms SISO capacity which

corresponds to the best achievable performance of a SISO
system.

Fig. 5. Capacity results of MIMO 2 × 2 and SISO SWA system model as
function of SNR.

V. CONCLUSIONS

The primary aim of this study was to verify by simulation
the capacity gain brought by MIMO technology for underwater
acoustic communication. By using frequency response of a
shallow water acoustic channel model, the paper provides
a theoretical transmission chain modeling an ideal MIMO
underwater acoustic communication. Monte-carlo simulations
performed for different MIMO configurations as well as
comparisons with capacity results demonstrate that MIMO
approach provides data-rate gain but at the price of a SNR loss.
However on a practical point of view, the SNR penalty brought
by MIMO decoding would not be a limiting factor since
synchronization and channel estimation algorithms usually
requires SNRs greater than 15 dB. Furthermore the use of
more efficient MIMO decoder would reduce this SNR penalty.
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